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Abstract

Background & Objective : Prediction of the possibility of a outcome is of key importance in
many medical studies. Many researchers are willing to use tree models to achieve their goals,
because the relative ease of interpreting classified results compared with other methods is an
exclusive feature of this model. In many medical studies, to predict the probability of an
outcome, researchers fit their models to the intended data and then evaluate the performance
of the model on the same data. This approach produces good results, but the obtained results
are not extensible to other independent data. The aim of this study was to demonstrate the

ability of Bootstrap aggregating (bagging) in improving and stabilizing the CART model.

Methods: CART tree model and bagging algorithm were applied on a dataset of ¢+ ¢ items
related to people’s attitude toward cosmetic surgery, which had been previously gathered by
means of questionnaire in Kerman, Iran. To evaluate the accuracy of CART tree models,
different percentages of training set and test set are used. The percentages of training sets used
in this study were ¢+, 1° and YV°. The bagging model was fitted to )« + trees and then applied
on the data as bootstrap samples were randomly extracted from the data as training datasets
for each tree, while replacing with amounts equal to the original data. Since some
observations are not present in the training dataset, they are used in the evaluation of each
tree’s performance. Final group prediction for each subject was determined following
majority voting.For each model, sensitivity, specificity and the total prediction accuracy were

separately calculated and compared. The fitting of all models was carried out by R software.

Result: When the whole data was used the overall accuracy was ©47. In the test data set and
Bagging, accuracy reduced to Y/ and 7. Corresponding figures in terms of sensitivity

were 17/, ©Y/, and °°/.

Conclusion: We have seen that Bagging corrects the performance estimates for over
optimization. Bagging method produces statistics which has higher chance for external

validity.
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